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Contents

• Large Language Models (LLMs) and Foundational Models

• Tailoring LLMs
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Visualization: Google Gemini
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Large Language Models
(LLMs)

• Trained with massive datasets

• Available for download

oRequire a lot of resources
(dependent on model size)

oE.g. huggingface.co
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Increasing Size and Complexity of the Foundational Models
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• Model size measured in 
billions of parameters 
(tokens)

• In general: “Higher 
number of tokens leads to 
better reasoning 
capabilities” with the cost 
of computational 
requirements
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Computational Costs?
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https://gregoreite.com/llm-training-cost-how-
to-train-an-ai-in-2023/
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THIS WEBINAR: Tailoring LLMs for a specific purpose

• For simple tasks, simple models are enough

o  e.g. document summarization or finding information
from multiple documents

• There is the option of prompting the 

existing models

• If you want your own model, then simple, 

“small scale”, LLMs can run on local servers 

or are affordable for daily use through APIs

o  Case example coming up
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Visualization: Google Gemini



11

Method Resource Intensity
Changes
Model
Parameters

Best For

1. Prompt Engineering
Lowest (Inference
Cost)

No
Changing tone, task format, 
simple few-shot tasks.

Options for Tailoring LLMs

EXAMPLE:
"You are an expert financial analyst. Your goal is to provide concise, factual 
summaries of stock performance. Never provide investment advice, only 
historical data and public company information. Respond in a formal, 
professional tone."



Prompt Engineering
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Visualization: Google Gemini



PRACTICAL TIP 1
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“LLM Agents”
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• Pre-trained LLMs from which 
you can query for specific 
topics

• Can be trained based on vast
data focused on certain area

Visualization: Google Gemini
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Method Resource Intensity
Changes 
Model 
Parameters

Best For

1. Prompt Engineering
Lowest (Inference 
Cost)

No
Changing tone, task format, 
simple few-shot tasks.

2. Retrieval-Augmented
Generation (RAG)

Low to Moderate 
(System Design & 
Maintenance)

No
Incorporating new/proprietary 
knowledge, reducing 
hallucinations.

EXAMPLE:
Organizational instructions, code of conduct, strategy, etc. are used as a training 
material for the LLM(s)
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PRACTICAL TIP 2



Method Resource Intensity
Changes 
Model 
Parameters

Best For

1. Prompt Engineering
Lowest (Inference 
Cost)

No
Changing tone, task format, 
simple few-shot tasks.

2. Retrieval-Augmented 
Generation (RAG)

Low to Moderate 
(System Design & 
Maintenance)

No
Incorporating new/proprietary 
knowledge, reducing 
hallucinations.

3. Fine-Tuning
Moderate to High 
(Training/Compute 
Cost)

Yes

Customizing style/tone, adapting 
to specific task formats, 
improving performance on a 
narrow task.

4. Reinforcement Learning with 
Human Feedback (RLHF) / Direct 
Preference Optimization (DPO)

Highest (Data 
Collection/Training 
Cost)

Yes
Aligning model behavior with 
human values, safety, or complex 
subjective preferences.
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